Face recognition by sparse discriminant analysis via joint $L_{2,1}$-norm minimization
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A B S T R A C T

Recently, joint feature selection and subspace learning, which can perform feature selection and subspace learning simultaneously, is proposed and has encouraging ability on face recognition. In the literature, a framework of utilizing $L_{2,1}$-norm penalty term has also been presented, but some important algorithms cannot be covered, such as Fisher Linear Discriminant Analysis and Sparse Discriminant Analysis. Therefore, in this paper, we add $L_{2,1}$-norm penalty term on FLDA and propose a feasible solution by transforming its nonlinear model into linear regression type. In addition, we modify the optimization model of SDA by replacing elastic net with $L_{2,1}$-norm penalty term and present its optimization method. Experiments on three standard face databases illustrate FLDA and SDA via $L_{2,1}$-norm penalty term can significantly improve their recognition performance, and obtain inspiring results with low computation cost and for low-dimension feature.
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1. Introduction

Linear Discriminant Analysis (LDA) is widely applied to solve the supervised classification problems due to its simplicity and effectiveness. However, high-dimensional data, in which the number of predictor variables $p$ is much larger than the number of observations $n (n < p)$, are a trouble for LDA’s applications.

To address this problem in LDA, many methods have been proposed. Generally speaking, these methods can be classified into two categories: feature selection and subspace learning. Feature selection is to select a subset of discriminative features from feature set [1], such as Linear Discriminant Feature Selection (LDFS) [2]; subspace learning, such as Penalized Discriminant Analysis (PDA) [5] and Discriminant Analysis by Gaussian mixtures (DAGM) [6,7], is also named feature transform which transforms the original features into a learned low-dimensional features subspace [3,4]. For the subspace learning, there is a disadvantage that the learned low-dimensional features are the combination of all original features. It is difficult to interpret which features play an important role in discriminant analysis. Thus, sparse subspace learning was proposed by using lasso constraint [8,9] to enhance the interpretability. The representative ones are Sparse Discriminant Analysis (SDA) [10], which was based on PDA and DAGM by adding lasso constraint, and Sparse Approximation to the Eigensubspace for Discrimination (SAED) [11] and Sparse Tensor Discriminant Analysis (STDA) [31], which used elastic net [12] to learn the sparse discriminant analysis.

Although sparse subspace learning methods can obtain encouraging ability to explore the significant features, the selected features are independent and different from each dimension. In order to discard the irrelevant features and transform the relevant ones, in the past, one intuitive way was to perform feature selection before subspace learning, but the two sub-process conducted individually would be likely to make the whole process sub-optimal [13]. Therefore, joint feature selection and subspace learning method was proposed by using $L_{2,1}$-norm penalty term [16], which can perform feature selection and subspace learning simultaneously. $L_{2,1}$-norm penalty term had been applied on graph embedding [17,18] and a framework with encouraging discriminant ability on face recognition was proposed [13]. However, the framework is based on Brand’s work [27] which cannot cover many important LDA algorithms [17], such as Fisher Linear Discriminant Analysis (FLDA) [28] and SDA. But FLDA and SDA are two representative algorithms of LDA, they are popular in many applications, especially, FLDA is a classical supervised learning for feature extraction and classification.
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Motivated by above mentioned issues, in this paper, we add $L_2,1$-norm penalty term on FLDA and propose a feasible solution for the modified optimization type by transforming the nonlinear optimization problem into linear optimization problem. In addition, we modify the regression model of SDA by replacing elastic net with the $L_{2,1}$-norm penalty term to encourage row-sparsity of the projective matrix. Experiments on benchmark face image data sets illustrate the effectiveness and efficiency of our approaches.

The rest of paper is structured as follows. In Section 2, we briefly review the models of LDA via joint $L_{2,1}$-norm regularization regression, FLDA and SDA. Section 3 introduces the algorithms of FLDA and SDA via $L_{2,1}$-norm optimization; experimental results on benchmark face recognition data sets are reported and analyzed in Section 4. Finally, we give the conclusion and discuss the future study work in Section 5.

2. A brief review of several methods of LDA

2.1. Notations and definitions

For an $n \times p$ matrix $M = (m_{ij})$, its $i$-th row and $j$-th column are denoted by $m^i$ and $m^j$, respectively. The $L_2$-norm of vector $v \in \mathbb{R}^n$ is defined as $\|v\|_2 = (\sum_{j=1}^{n} |v_j|^2)^{1/2}$. The $L_2$-norm of the matrix is defined as $\|M\|_2 = \sum_{j=1}^{n} \|m^j\|_2^2$ and the $L_1$-norm is defined as $\|M\|_1 = \sum_{j=1}^{n} \|m^j\|_2$. The $L_{2,1}$-norm of $M$ is defined as $\|M\|_{2,1} = \sum_{j=1}^{n} \|m^j\|_2$.

2.2. Joint $L_{2,1}$-norm regular regression in LDA

Least square regression [19] is widely applied in linear discriminant analysis. Given training data $X = \{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^{n \times p}$, and $Y = \{y_1, y_2, \ldots, y_n\} \in \mathbb{R}^{n \times 1}$ are the corresponding class labels, the least square regression aims to find the projective matrix $W \in \mathbb{R}^{p \times c}$, which can be obtained by solving the optimization problem as follows:

$$\min_W \sum_{i=1}^{n} \|W^T x_i - y_i\|_2^2$$

(1)

By adding the penalty term $\lambda \Phi(W)$, the optimization problem becomes

$$\min_W \sum_{i=1}^{n} \|W^T x_i - y_i\|_2^2 + \lambda \Phi(W)$$

(2)

Due to the characteristic of $L_{2,1}$-norm, which can encourage row-sparsity of projective matrix [13], and the $L_{2,1}$-norm of projective matrix is convex and easily optimized [20], we replace $\Phi(W)$ with $\|W\|_{2,1}$. Thus, the regression model (2) becomes the following problem [21]:

$$\min_W \sum_{i=1}^{n} \|W^T x_i - y_i\|_2^2 + \lambda \|W\|_{2,1}$$

(3)

This model had been applied on LDA in graph embedding framework to get sparse projecting matrix in [13]. Solving Eq. (3), we can get

$$W = (XX^T + \lambda G)^{-1}XY$$

(4)

where $G$ is a diagonal matrix with the $i$-th diagonal element equals to

$$g_{ii} = \frac{1}{2\|w\|_2^2}$$

(5)

when $\|w\| = 0$, we can define $g_{ii} = 1/2\sqrt{\|w\|_2^2 + \epsilon^2}$ ($\epsilon \to 0$) as in [26].

Based on the Woodbury matrix identity [22], Eq. (4) can be rewritten as

$$W = G^{-1}X(X^T G^{-1}X + \lambda I)^{-1}Y$$

(6)

If $\lambda = 0$, Eq. (6) is the Situation 1 in [13], otherwise, it is the Situation 2.

2.3. FLDA

FLDA minimizes the between-class distance and maximizes the between-class distance, the criterion $J(W)$ can be written as follows:

$$\max_W J(W) = \text{Tr} \left(\frac{W^T S_B W}{W^T S_W W}\right)$$

(7)

where $S_W$ is the within-class scatter matrix and $S_B$ is the between-class scatter matrix.

By adding penalty term the $L_{2,1}$-norm of $W$, the optimization problem (7) becomes

$$\min_W J(W) = -\text{Tr} \left(\frac{W^T S_B W}{W^T S_W W}\right) + \lambda \sum_{i=1}^{p} \|w_i\|_2$$

(8)

2.4. SDA

SDA is proposed mainly based on PDA and DAGM by adding $L_1$-norm penalty term. It is another representative form of LDA, which is based on different principle from FLDA and has different mathematic model. For a training data set $X = \{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^{n \times p}$, where $n$ represents the number of observations and $p$ is the number of predictors, $\beta \in \mathbb{R}^{p \times d}$ represents a low-dimensional projective matrix. Its optimization model is defined as follows:

$$\hat{\beta} = \arg \min_{\beta} \sum_{i=1}^{n} \|y_i - \theta_i \beta\|_2^2 + \lambda_1 \|\beta\|_2^2 + \sum_{j=1}^{d} \lambda_{2j} |\beta_j|$$

(9)

s.t. $n^{-1} \|Y\theta\|_2^2 = 1$

where $Y \in \mathbb{R}^{n \times c}$ is a dummy variable matrix and $c$ represents the number of class. $\theta \in \mathbb{R}^{p \times d}$ is a scoring matrix, $\theta_j$ is the score between the class $i$ and projective vector $\beta_j$. $\Omega$ is a penalization matrix.

3. FLDA and SDA via joint $L_{2,1}$-norm

3.1. FLDA via joint $L_{2,1}$-norm

The criterion $J(W)$ is constituted by $J(W)$ and an $L_{2,1}$-norm penalty term, it is a nonlinear regression type and cannot be directly solved as Eq. (3). In order to get a feasible solution, we divide its optimization process into two steps:

(1) Transform the nonlinear criterion $J(W)$ into a linear optimization model.

(2) Find the optimal solution $W$.

If $W^T S_W W = I$, $J(W)$ can be transformed into the following optimization problem:

$$\max_{W} J(W) = \text{Tr} \left(\frac{W^T S_B W}{W^T S_W W}\right) = \max_{W} \text{Tr} \left(\frac{W^T S_B W}{W^T S_W W}\right) = \text{Tr} \frac{W^T S_B W}{W^T S_W W} = 1$$

(10)

$S_W$ is a symmetric matrix, based on the singular value decomposition (SVD) [29], $S_W = U D U^T$, so $W^T U D U^T W = I$. If we define

$$Y = D^{1/2} U^T W$$

(11)
Then $Y^T Y = I$, and
\[ W = UD^{-1/2}Y \] (12)

Eq. (12) suggests that $S_W$ must be positive-definite matrix. However, in the condition of small sample size, $S_W$ is a singular matrix, thus, we transform it into a nonsingular matrix by PCA before SVD as fisherface [25], it can become
\[ S_W^{-1} = W_{PCA}^T S_W W_{PCA} \] (13)

Therefore, Eq. (10) can be rewritten as
\[
\begin{align*}
\max_j (J(W_j)) &= \max_j \text{Tr} W_j^T W_{PCA}^T S_W W_{PCA} W_j \quad \text{Tr} W_j^T S_W W_j = I \\
&= \max_j \text{Tr} W_j^T S_W W_j
\end{align*}
\]
(14)

where $S_W^{-1} = W_{PCA}^T S_W W_{PCA}$, $W_f = W_{PCA}^T W$.

Then we apply SVD on $S_W$ instead of $S_W$, and then get the $Y$ and $W_f$ according to (Eqs. (11) and 12).

Substituting $W_f$ obtained by Eq. (12) into Eq. (14), we can get
\[
\hat{Y} = \arg \max \frac{Y^T D^{-1/2} U^T S_W UD^{-1/2} Y}{Y^T Y} \quad \text{s.t.} \quad Y^T Y = I
\] (15)

The solution of $Y$ is the eigenvector of $D^{-1/2} U^T S_W UD^{-1/2}$

Based on Eq. (11), if we define $X = UD^{1/2}$, then $X^T W_f = Y$ is a linear system problem, which may behave one of three possible ways: (1) infinite solutions; (2) a unique single solution; (3) no solution, see [13]. The most popular way to solve this problem is to apply the penalty term, by adding $L_2,1$-norm penalty term, the criterion $X^T W_f = Y$ can be written as the linear optimization model (3) and the solution of $W_f$ is Eq. (4). There are two situations for the solution of $W_f$ in Eq. (4):

(1) $\lambda = 0$, the solution of $W_f$ is
\[ W_f = G^{-1}(X^T G^{-1}X)^{-1}Y \] (16)

In this situation, the linear system problem results in the infinite number of solutions.

Substituting $X = UD^{1/2}$ into Eq. (16), we can get
\[ W_f = G^{-1}UD^{1/2}(D^{1/2}U^T G^{-1}U^{-1/2})^{-1}Y \] (17)

Thus, we can get $W$ based on $W = W_{PCA} W_f$.

In summary, we present this situation for obtaining the optimal $W$ of the criterion $J(W)$ in Algorithm 1.

Algorithm 1. FLDA via $L_{2,1}$-norm (Situation 1) (L21FLDA).

**Initialize:** $G_0 = I$, $t = 0$;

Compute $U$ and $D$ based on SVD of $W_{PCA}^T S_W W_{PCA}$

Compute $Y$ based on the eigenvalue decomposition of $D^{-1/2} U^T S_W UD^{-1/2}$

repeat

Compute $W_{f,t+1} = G^{-1}_{t} UD^{1/2}(D^{1/2} U^T G^{-1} U^{-1/2})^{-1}Y$

Compute $G_{t+1}$ based on $W_{f,t+1}$

$t = t + 1$;

until $W_f$ converge

Construct the final projection: $W = W_{PCA} W_f$

(2) $\lambda \neq 0$, the solution is in Eq. (6).

Substituting $X = UD^{1/2}$ into Eq. (6), the optimal $W_f$ can be obtained as follows:
\[ W_f = G^{-1}UD^{1/2}(D^{1/2} U^T G^{-1} U^{-1/2} + \lambda I)^{-1}Y \] (18)

It includes two cases that the linear system problem leads to one single solution or no solution.

Then we can obtain $W$ based on $W = W_{PCA} W_f$.

This situation for obtaining the optimal $W$ of the criterion $J(W)$ is presented in **Algorithm 2**.

Algorithm 2. FLDA $L_{2,1}$-norm (Situation 2) (L21FLDA).

**Initialize:** $G_0 = I$, $t = 0$;

Compute $U$ and $D$ based on SVD of $W_{PCA}^T S_W W_{PCA}$

Compute $Y$ based on the eigenvalue decomposition of $D^{-1/2} U^T S_W UD^{-1/2}$

repeat

Compute $W_{f,t+1} = G^{-1}_{t} UD^{1/2}(D^{1/2} U^T G^{-1} U^{-1/2} + \lambda I)^{-1}Y$

Compute $G_{t+1}$ based on $W_{f,t+1}$

$t = t + 1$;

until $W_f$ converge

Construct the final projection: $W = W_{PCA} W_f$

3.2. SDA via joint $L_{2,1}$-norm

For the optimization model of SDA, we replace its penalty term with the $L_{2,1}$-norm of $\beta$, thus its optimization model becomes
\[
(\hat{\theta}, \hat{\beta}) = \arg \min_{\theta, \beta} \sum_{i=1}^n ||y_i^T \theta - x_i \beta||_2^2 + ||\Omega \beta||_2^1
\] (19)

s.t. $n^{-1} ||\Omega \beta||_2^2 = 1$

where $\Omega$ is a penalty diagonal matrix.

If we define $D = n^{-1} Y^T Y$, $D$ is a symmetric positive-definite matrix, then $\theta^T D \theta = I$. Next, we define $\theta^* = D^{1/2} \theta$, then $\theta^* \theta^* = I$.

Substituting them into the regression model (19), it becomes the following regression model:
\[
(\hat{\theta}^*, \hat{\beta}) = \arg \min_{\theta, \beta} \sum_{i=1}^n ||y_i^{D^{-1/2} \theta^*} - x_i \beta||_2^2 + ||\Omega \beta||_2^2
\] (20)

s.t. $\theta^* \theta^* = I$

Fixed $\theta^*$, Eq. (20) can be viewed as Eq. (3) by replacing $\Omega$ with $\lambda$, therefore, the solution of $\beta$ becomes
\[ \beta = (X^T X + \Omega \gamma)^{-1} X^T Y D^{-1/2} \theta^* \] (21)

Substituting Eq. (21) into Eq. (20), it becomes the following problem:
\[
\max_{\theta} \text{Tr} \theta^* D^{-1/2} Y^T X (X^T X + \Omega \gamma)^{-1} X^T Y D^{-1/2} \theta^* \quad \text{s.t.} \quad \theta^* \theta^* = I
\] (22)

Based on Theorems 3 and 4 of [9], $\theta^* = UV^T$, where $U$ and $V$ can be obtained by SVD of $D^{-1/2} Y^T X \beta$. Finally, the solution of $\theta$ is $D^{-1/2} UV^T$.

Depending on whether the value of $\Omega$ is zero, the solution of Eq. (19) also can be divided into two situations, but we put them together as Algorithm 3 for simplicity.

4. Experiments

In order to evaluate the performance of Algorithms 1 and 2 (L21FLDA) and 3 (L21SDA), we applied them on three standard face databases and compared them with three algorithms, such as fisherface [25], SDA [10] and SSLDA [24]. In addition, we presented the recognition results of the algorithms FSSL (LDA) in [13]. In this paper, for better distinguishing the algorithms with $L_{2,1}$-norm penalty term, we name FSSL (LDA) as L21FLDA. Moreover, according to the difference between (Eqs. (17) and 18),
we also made a comparison between situation (1) $\lambda=0$, $Q=0$ and situation (2) $\lambda \neq 0$, $Q \neq 0$.

**Algorithm 3.** SDA via $L_{2,1}$-norm (L21SDA).

Initialize: $G_0=1$, $t=0$, $\theta_0 = D^{-1/2}I_{C,1,d}$.

repeat

Fixed $\theta_t$, compute $\beta_{t+1} = (X^TX + QG_t)^{-1}X^TY\theta_t$.

Fixed $\beta_{t+1}$, compute $U$ and $V$ based on the SVD of $D^{-1/2}Y^TX\beta_{t+1}$.

Compute $\theta_{t+1} = D^{-1/2}UV^T$.

Compute $G_{t+1}$ based on $\beta_{t+1}$.

$t = t + 1$

until $\beta$ converge

4.1. Data sets

In our experiments, we used the following three standard face databases:

**ORL face database** contains 400 face images of 40 human subjects under a dark homogenous ground with the subjects in an upright, frontal position. In this experiment, all images are chosen and each face image is resized to $32 \times 32$ pixels, which means each face image can be presented by a 1024-dimensional vector, and the images of one human subject are presented in the middle of Fig. 1.

**Extended YaleB face database** contains 16,128 face images of 38 human subjects under 9 poses and 64 illumination conditions. We choose the frontal pose and use all the images under different illumination in this experiment, so there are 2414 face images in total. All the face images are manually aligned and cropped, and they are also resized to $32 \times 32$ pixels. Ten face images of one human subject are shown in the middle of Fig. 1.

**CMU PIE face database** contains 41,368 face images of 68 human subjects under 13 different poses and 43 illumination conditions, and with 4 different expressions. In this experiment, 11,554 images are selected in all face images, and they are manually cropped and resized to $32 \times 32$ pixels. Ten images of one human are displayed in the bottom of Fig. 1.

4.2. Parameter settings

The sets of training images were randomly selected in each database, and the remained images were used for testing. On ORL database, $p=[3, 5, 7]$, $p=[10, 20, 30]$ in Extended YaleB database and PIE database, $p$ is the number of training images of each person. We repeated this process 50 times and calculated the mean accuracy and computation time. Generally, each image would be described by a low-dimensional vector before recognition. In our experiments, the vector of each image was reduced to $c-1$ in all algorithms in order to better compare their running time. $c$ was the number of face classes.

For L21LDA, before performing LDA, the dimensionality was first reduced to $n-c$ by PCA as in [25]. In L21FLDA, the dimensionality was determined by the rank of $S_W$, we chose the eigenvectors corresponding to the eigenvalues greater than $10^{-4}$ to construct $S_W$ in our experiments. For L21LDA, L21FLDA and L21SDA, they all could be divided into two situations: (1) $\lambda=0$ and $Q=0$, we ran this case on ORL database; (2) $\lambda \neq 0$ and $Q \neq 0$, for L21LDA and L21FLDA, we used cross validation by searching the grid $\{0.001, 0.005, ..., 1\}$ to select the best $\lambda$; for L21SDA, we searched the grid $\{1, 2, ..., 10\}$; for SSLD, we tuned the parameter by searching the grid $\{10, 20, 30, ..., 100\}$ according to [24]; for SDA, we searched the grid $\{-10, -20, ..., -100\}$. Besides, for ORL database, in which $p$ was small, we adopted leave-one cross validation; for Extended YaleB and PIE databases, 5-fold cross validation was adopted.

4.3. Results

The results of the experiments are shown in Tables 1-4. Table 1 shows the recognition accuracy of situation (1) on ORL database. From Tables 1 and 2, we can see that the situation (2) $\lambda \neq 0$ and $Q \neq 0$ can obtain better recognition accuracy than situation (1). Tables 2-4 present the recognition rate of situation (2) on three different databases.

As shown in Tables 2-4, first, L21FLDA, L21SDA and L21LDA respectively have better recognition accuracy than fisherface, SDA and SSLD in most cases, which demonstrates the effectiveness and efficiency of $L_{2,1}$-norm penalty term. The reason for this is that using $L_{2,1}$-norm penalty term can make them perform feature selection and subspace learning simultaneously, which can improve subspace learning and encourage row-sparsity [13]. As a side note, the biggest difference between L21LDA and SSLD is that they have different penalty terms. Second, among three databases, we observe that the $L_{2,1}$-norm penalized method gives the best result, followed by the $L_{1,1}$-norm penalized method, and the Fisherface achieves the worst performance.

![Fig. 1.](image-url) Face images of three databases, these images from top to bottom respectively belong to: ORL database, Extended YaleB database, and PIE database.
algorithms with $L_{2,1}$-norm penalty term, the computation cost of L21FLDA is the smallest in most cases. The main reasons are that L21FLDA is unary linear regression type and the $L_{2,1}$-norm of projective matrix is convex and easily optimized, and it can quickly converge to equilibrium point [20], and the main reason why L21FLDA has less computation time than L21LDA is that the dimension after using PCA was smaller in L21FLDA than in L21LDA. In order to better understand the reason of less computation cost for L21FLDA, we present the iteration process of three algorithms with $L_{2,1}$-norm penalty term in Fig. 2. Furthermore, performing PCA sometimes would severely increase the computation cost, that is why L21SDA (without PCA) has less computation cost than L21FLDA and L21LDA as $p = [10, 20]$ in Table 4.

### 4.4. Recognition accuracy vs. dimension

In this subsection, we present the correlation between the recognition accuracy and the dimension. Fig. 3 shows the performance of six algorithms on ORL, Extended YaleB and PIE databases with 5 training, 20 training and 20 training samples, respectively. We ran the algorithms for 20 times independently and then computed the average accuracy. The $x$-axis is dimensionality and $y$-axis represents the recognition accuracy. It displays the detailed changes of recognition accuracy vs. the dimension variations.

Based on Fig. 3, we can see that L21FLDA and L21SDA have superiority on recognition performance in low-dimensional subspace with other algorithms. It suggests that L21FLDA and L21SDA can be applied on the classification problems of low-dimension samples. For L21FLDA, the main reason is that using $L_{2,1}$-norm penalty term improves the performance of fisherface which has well performance

![Fig. 2. Iteration process of (3), (8) and (9) with $p = 20$ on Extended YaleB database. X-label is the iteration number, and Y-label represents the value of object function which has been normalized in order to make comparison; similar iteration process can be observed for other $p$ and databases.](image-url)
in low-dimensional subspace [25]. For L21SDA, one main reason is that SVD makes the score weights of focus on low-dimensional subspace, which can be inferred from Eq. (22), it is the similar trend as for the weights of according to Eq. (21), this reason is also applicable to SDA which can quickly get temporary stabilization (see Fig. 3(a) and (c)); the other main reason is that L2,1-norm can encourage row-sparsity and rank the importance of the features [30], thus the selected features are nearly the same in each dimension. Similar phenomenon can be observed when we use a different number of training samples, due to the space limit, we do not show them.

5. Conclusion

In this paper, we modify the optimization model of FLDA by adding L2,1-norm penalty term and present a feasible solution by transforming its nonlinear optimization regression type into a linear optimization problem. Meanwhile, we propose a new optimization type for SDA by using L2,1-norm penalty term and present its optimization process. Experiments on benchmark databases demonstrate the effectiveness and efficiency of our algorithms. We can get comparable results with fisherface and SDA, using L2,1-norm penalty term significantly improve their recognition performance. In addition, L21FLDA has the least computation cost among three algorithms with L2,1-norm penalty term. Furthermore, the proposed methods can get much better results in low-dimensional subspace. In the future work, we will study other representative algorithms such as Marginal Fisher Analysis (MFA) which cannot be covered in joint feature selection and subspace learning framework either.
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